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Background

2020/10/7 44th Meeting of the CE Division

Low-power, energy-efficient edge-AI hardware is required.

◼ Internet of Things (IoT)
Applications: Healthcare, sports, agriculture, smart house/city，automated driving, etc…)

・ >90B connections in 2025 [1]

・ > $2.7 trillion economic impact [2]
[1] https://www.idcjapan.co.jp/Press/Current/20180813Apr.html

[2] M. Mohammadi, et al., IEEE Communication Surveys  & 

Tutorials, vol. 20, no. 4, pp. 2923-2960, 2018.

・Not cloud-centric data processing, 

but distributed data processing

・Recognition (Image, sound, etc.)

Artificial intelligence (AI) on edge

 Strongly limited power supply

Cloud

Internet

Edge gateway Edge gateway 

[3] J. Yang et al., ISSCC 2019

https://www.idcjapan.co.jp/Press/Current/20180813Apr.html


Field-Programmable Gate Array (FPGA)
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Merit: Short design time, flexibility, low design cost 

Demerit: Large amount of standby power consumption  



Nonvolatile FPGA (NV-FPGA)
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NV-FPGA -> Suitable for IoT/AI device
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→ High standby power
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→ Ultra-low standby power



Magnetic Tunnel Junction(MTJ) Device
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FIRST Program

(Prof. Ohno, Tohoku Univ.)

ImPACT Program

(Prof. Sahashi, Tohoku Univ.)

Summary of Research Roadmap
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Logic-In-Memory (LIM) Structure
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Compact circuitry by sharing circuit components.
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Use of Redundant MTJ Devices
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Performance Comparison of 6-input LUT Circuit
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Area and standby power reduction by LIM structure.
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Only-Once-Write Shifting [1]
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Write power reduction by minimizing # of write access  

M[3]

=D3

M[2]

=D2

M[1]

=D1

M[0]

=D0

Decoder (read/write)

OUT

Memory cell

(Active)

Output

data stream

D0

Input

data stream

D6, D5, D4

2

Step 1

A = 0

(1) Read

(2) Write

M[3]

=D3

M[2]

=D2

M[1]

=D1

M[0]

=D4

Decoder (read/write)

OUT

Active

Output

data stream

D1, D0

Input

data stream

D6, D5, D4

2

Step 2

A = 1

(1) Read

(2) Write

(A: Address) Updated

☺ Number of write access per cycle is minimized to one.

[1] D. Suzuki et al., Jpn. J. Appl. Phys., 57, 04FE09 (2018).

Data-shit function -> Key function of the LUT circuit



Conventional Data-Shift Function
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Microcontroller Unit (MCU) for Sensor Node
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NV-FPGA Accelerated NV-MCU
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[Concept]

Replace sequential processing by CPU with parallel processing by FPGA

→ reduce processing time and increase the amount of standby state

→ further improve energy efficiency
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Comparison of Past Works
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This work

47.14μW Operation at 200MHz is achieved.
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(1) Establish EDA Tool Flow for NV-FPGA
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 In current situation, almost of NV-FPGA design is manual. 

-> Establish design automation flow of the NV-FPGA



(2) Design NV-FPGA-based AI Accelerator
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Massively parallel computing is required.
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Binary information

Multiplication -> XNORSUM -> Bit-count

Example: Binary Convolutional Neural Network (BCNN) [1]
[1] M. Courbariaux et al., 

arXiv:1602.02830, 2016.



(PE: Processing element)

NV-FPGA-Based BCNN Accelerator
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Ongoing Research Collaborations
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[with Prof. Ben] 

Competitive Research Fund 2020 in UoA, 

`` Development of an Energy-efficient 

Heterogeneous Spiking Neuro-inspired System 

for Deep Neural Networks.”

[with Prof. Saito] 

IoT/AI Device Cluster
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Conclusion
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➢Compact & variation resilient circuity by using LIM structure

➢Low-power data shifting by using only-once-write shifting

➢Energy-efficient NV-MCU chip by embedding NV-FPGA

Research Plan 

NV-FPGA and NV-LUT Circuit

➢Establish EDA Tool Flow for NV-FPGA

➢Design NV-FPGA-based AI Accelerators

➢Collaborations with UoA members (Prof. Ben, Prof. Saito, etc.)


